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Abstract of the contribution: It is proposed to include a key issue on Efficient Network Information Provisioning to Local Applications in FS_enh_EC.
Discussion
With edge computing deployment, it is expected that a set of edge computing functions or edge application servers running on edge hosting environment will need to interact with the 5GS to access to 5GS functionality and information, and/or to provide information to 5GS for the provisioning of connectivity services supporting edge computing. The interaction for exposure of network information between the 5GS and the edge computing functions need to be studied. 

As part of the study, latency of network exposure needs to be considered. Current network exposure mechanism in 5GS is designed based on NEF and other control plane NFs, e.g. AMF, SMF, PCF etc. For applications deployed in edge hosing environments, the Edge Application Servers or Application Functions may be locally deployed, but most Control Plane NFs involved in network exposure, e.g. NEF and PCF, are likely deployed centrally to avoid frequently relocation. This may result in a less than optimal network exposure path in terms of latency.

For some network information to be exposed, the long exposure latency is tolerable. However, some real time network information, e.g. network congestion condition or real-time user path latency, can change very frequently. If this information needs to be delivered to Application servers or Application Functions timely, undesirable latency may make the information obsolete cause applications to adjust their behaviour (e.g. adjust the resolution of video stream, or switch levels of driving automation) based on out-of-date network information.

Examples of existing QoS information that may need to be exchanged quickly between network and Application Functions (e.g. Edge Application Servers) include: 

1. The AF may subscribe to receive QoS congestion condition notifications.

2. The AF may request 5GC to monitor QoS status (e.g. over-the-air and/or end-to-end data path) and receive QoS measurement reports. 

This contribution propose a key issue to address the above requirements.
Proposal
It is proposed to agree the following changes for TR 23.748.

* * * * First change, all new* * * *

5.X
Key Issue X: Efficient Network Information Provisioning to Local Applications
5.X.1
Description

With edge computing deployment, it is expected that a set of edge computing functions or edge application servers running on edge hosting environment will need to interact with the 5GS to access to 5GS functionality and information, and/or to provide information to 5GS for the provisioning of connectivity services supporting edge computing. The interaction for exposure of network information between the 5GS and the edge computing functions need to be studied. 

As part of the study, latency of network exposure needs to be considered. Current network exposure mechanism in 5GS is designed based on NEF and other control plane NFs, e.g. AMF, SMF, PCF etc. For applications deployed in edge hosing environments, the Edge Application Servers or Application Functions may be locally deployed, but in current Rel-16, some Control Plane NFs involved in network exposure, e.g. NEF and PCF, are likely deployed centrally to avoid frequently relocation. This may result in a less than efficient network exposure path in terms of latency.

For some network information to be exposed, the long exposure latency is tolerable. However, some real time network information, e.g. network congestion condition or real-time user path latency, can change very frequently. If this information needs to be delivered to Application servers or Application Functions timely, undesirable latency may make the information obsolete cause applications to adjust their behaviour (e.g. adjust the resolution of video stream, or switch levels of driving automation) based on out-of-date network information.

Examples of existing QoS information that may need to be exchanged quickly between network and Application Functions (e.g. Edge Application Servers) include: 

1. The AF may subscribe to receive QoS congestion condition notifications.

2. The AF may request 5GC to monitor QoS status (e.g. over-the-air and/or end-to-end data path) and receive QoS measurement reports. 

This key issue addresses exposure of information to Application Functions deployed in the edge (e.g. Edge Application Servers), including:

-
Which information that have already existed in Rel-16 needs to be efficiently (i.e. with low latency) exposed to the edge computing functions by the 5GS?

-
How does the 5GC determine whether a network information need to be efficiently exposed?

-
How to efficiently expose the network information to the application functions deployed in the edge?

-
Whether and how to maintain the efficient exposure when the UE moves out of the coverage of NF(s) supporting the efficient exposure?

NOTE 1: This study does not discuss solution related to RAN directly expose information to edge computing functions or servers.
NOTE 2: This study does not disclose network privacy data (e.g. RAN details, topology information, etc.) to the edge computing functions or servers.
* * * * End of changes * * * *
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